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1 ABSTRACT
As encryption is ubiquitous in today’s world, the implementations
of cryptographic algorithms must be both secure and fast. Encryp-
tion algorithms are often the targets of aggressive and meticulous
manual optimization due to this speed requirement. Cryptography
has evolved rapidly in recent years. In 2017, NIST (National Insti-
tute of Standards and Technology) made a call for post-quantum
cryptographic protocols. The proposed algorithms should not break
under a sufficiently powerful implementation of Shor’s algorithm,
a quantum-computing based algorithm which achieves integer fac-
torization in polynomial time.

The three finalists for the new post-quantum cryptography stan-
dard, as chosen by NIST, are Kyber [4], Saber [5], and NTRU Prime
[3]. All three algorithms are lattice-based, and all three incorpo-
rate hand-optimized assembly for AVX2 and NEON [11] which use
SIMD instructions to exploit instruction-level parallelism in matrix
operations.

With each new encryption scheme and algorithm, experts write
hand-optimized assembly to achieve competitive performance. These
hand-optimizations are expensive, time-consuming, and bug-prone.
If an algorithm changes or a modification is released, the assembly
must be changed. If the ISA changes for a target architecture, the
previous implementation may become deprecated or sub-optimal,
meaning the assembly must also be re-written. SIMD instructions
are useful for both big-integer operations and matrix-based opera-
tions, the latter of which are frequent in lattice-based crytography.
However, compilers often do not output the optimal implementa-
tion for each target architecture. The efficacy of auto-vectorization
in modern compilers like GCC or Clang is heavily affected by the
structure of the source code.

To mitigate the issue of human error introduced in handwrit-
ten assembly, some work attempts to verify assembly code. For
example, the number-theoretic transform, or NTT, is an essential
and frequent operation in lattice-based cryptography, and author
Hwang verifies an NTT implementation for the Intel AVX2 instruc-
tion set [7]. The trouble with assembly verification is that it is
usually done on a small portion of an overall scheme, rather than
the scheme in its entirety. Ultimately, a compiler must be trusted
to link the verified implementation with the rest of the code.

Other work aims to formally verify entire cryptographic proto-
cols. Fiat cryptography [6] automatically generates straight-line
code for cryptographic primitives from COQ proofs; thus the gen-
erated code is verified. CryptOpt [8] further seeks to optimize this
generated code using a random-local-search approach. Neither
target cryptographic primitives for lattice-based protocols, and nei-
ther support the generation of SIMD instructions. Additionally,
the code output from these tools cannot compete with the equiva-
lent hand optimized assembly, though the output performs better
than a naively compiled version. HACL* [13] presents a verified

Figure 1: Workflow for source-code transformation.

set of cryptographic primitives in F, and HACLxN [12] is an exten-
sion which presents some verified SIMD cryptographic primitives
as well. These HACL libraries also do not contain cryptographic
primitives for lattice-based cryptography.

CompCert [9] is a functional verified C-compiler, and authors
Barthe and Blazy [2] verified that a slightly modified CompCert is
constant-time preserving. However GCC and Clang are used more
often to compile deployed versions of cryptographic protocols, since
their optimizations are much more aggressive than CompCert, thus
their output is much faster than what CompCert can produce.

Our aim is a middle ground of optimization and verifiable cor-
rectness for vectorized cryptographic primitives; we choose to trust
modern compilers but not handwritten assembly. Developers al-
ready put trust in modern compilers, since the official versions of
the proposed lattice-based protocols use them in their compilation
tool-chain. Our optimization targets straight-line cryptographic
primitives for lattice-based cryptography. Our goal is to guide com-
pilers’ existing auto-vectorization through hints given via source-
code transformation to get the best vector instruction generation.
Our approach is iterative: we learn what vectorization the com-
piler missed from its optimization pass information, and why it
didn’t apply certain optimizations. Then we transform the input
code to make the parallelism more obvious to the compiler. We
want our output to improve upon the default compiler behavior,
and ultimately compete with hand-optimized versions. Our insight
is that the structure of the source code influences which vector-
instruction optimizations the compiler will try to apply. However,
writing source code with the compiler in mind is at odds with leg-
ibility of the source code, making it easier to introduce bugs just
like in handwritten assembly. We verify our source-code transfor-
mations to ensure that they are (1) correct and (2) not violating the
constant time properties required by cryptographic primitives. The
workflow of our tool is as shown in Figure 1.

The code transformer takes advantage of common matrix opera-
tion patterns in lattice-based protocols. It attempts to auto-vectorize
the primitives in these schemes. It learns data dependency and
vectorization information from the output assembly and from the
compilers’ optimization pass output. For example, the compiler
may reveal that vectorization was attempted but not sucessful due
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Figure 2: Butterfly pattern of operations in the NTT and
inverse NTT algorithms.

to possible aliasing. Then, our transformer modifies the source
code to reflect what it has learned or use some domain specific
knowledge to rule out the optimization-preventing code property.
Hints are given through code structure, compiler-specific anno-
tations, vector intrinsics, and built-in functions, thus telling the
compiler how and where to aggressively parallelize. As our input
programs are straight-line constant-time programs which operate
on large matrices, we can generate large data dependency graphs
for nested loops and aggressively parallelize with our knowledge
of the loop and matrix structure. Compilers alone may not always
unroll loops when possible since loop unrolling is performed based
on cost heuristics. Therefore, all vectorization possibilities are not
be checked by default. Also, certain vector operations like permu-
tation may not be likely to generate better code in general, but in
the domain of lattice-based cryptography vector permutation is
particularly useful, so we more aggressively search for places to
use this operation.

The code surrounding a cryptographic primitive call is also key
to our code transformations. There are many different implemen-
tations of cryptographic primitives like addition, multiplication,
and modular reduction over finite fields. For instance, many lattice-
based cryptography algorithms use Barrett reduction [1] for their
modular reduction scheme, however in certain cases Montgomery
reduction [10] is preferable. These primitives are chosen within
a scheme based on their time complexity and the known input
size, rather than with compiler optimizations in mind. The imple-
mentation which generates the best performing code may actually
depend on the code around it. Another instance where code context
is important; if a primitive is called from within a loop, inlining
this function may open the door for SIMD instruction generation.
We can target primitives used in loops with static analysis to see
if inlining is possible. In this same context, it may be worth doing
static analysis to see if its arguments are constant or un-aliased.
The absence of these explicit conditions in the function header may
have prevented possible vectorization within the cryptographic
primitive.

Case study of the NTT. The NTT and the inverse NTT both
follow a butterfly-type operation interleaving pattern as shown in
Figure 2. The nodes labeled zero to three represent matrix indices,
and arrows between nodes represent a data dependence between
the source node and the destination node. We operate on straight-
line code, so we can unroll any loops in the reference C code. We

unroll the loop and group iterations to achieve the best parallelism
at each stage. The non-interfering operations at the same stage
can be done concurrently; we look for this pattern of instruction
grouping and encourage the compilers to take advantage of it using
the aforementioned hints. With the knowledge of this pattern and
the source code loop structure, we can tell the compiler where
the barriers between stages should be, and aggressively parallelize
within a stage. We could lose this information if we only had access
to an assembly implementation of the NTT, as it would be harder
to recover the clear barriers between stages as shown in Figure 2.

The primary challenge of this work is ensuring it performs well
on different target architectures. We use dynamic instruction count,
CPU cycle count, and timing measurements to compare perfor-
mance of the transformed source code. We use two compilers (GCC
and Clang) to compile the transformed code and get optimization
pass information, which we ultimately turn into source code hints.
Since our process is iterative, it collects information about the vec-
torization options on the target architecture which influence the
source code transformations. We ensure that our approach is gen-
eral by testing it on architectures with different maximum vector
sizes.

The goal of this work is to help bridge the gap between handwrit-
ten and auto-generated SIMD code for lattice-based cryptography.
We use domain specific knowledge to guide source code trans-
formation and anticipate certain access patterns to aggressively
parallelize operations better than the compiler alone.We summarize
our contributions as follows:

• Source-code level transformations which reveal instruction-
level parallelism to compilers in lattice-based cryptographic
primitives.

• Analysis of compiler optimization passes to choose an ap-
propriate source code transformation.

• Verification that the transformations are correct and constant-
time preserving.

In future work, we could apply this approach to other applica-
tions which benefit from instruction level-parallelism with charac-
teristic patterns.
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