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Satisfiability Modulo Theories (SMT) constraints are first-order
logical formulas with functions and variables from various theo-
ries, such as real numbers, integers, bitvectors and floating-point
numbers. Many program analysis tools generate SMT constraints
over the bounded theories of bitvectors and floating-point num-
bers. SMT solving of these theories is therefore central to program
analysis applications such as symbolic execution [8, 14], program
synthesis [7, 12], and program verification [5, 13]. The unbounded
theories of real numbers and integers provide the foundation for
yet more tools. For example, real number constraints are useful in
modeling automata [9], while integer arithmetic has been used to
encode the constant multiplication problem [17] and in developing
better answer set programming techniques [22].

The performance of practical tools is directly tied to the perfor-
mance of solvers; when solvers can handle problems quickly, the
tools perform better. For example, in symbolic execution, reducing
solving time equates to greater code coverage [8]. State-of-the-art
solvers for SMT constraints, including CVC5 [2] and Z3 [11], use a
complex mix of heuristics, theory-specific engines, and SAT solver
calls to efficiently reason about a problem. Yet many constraints
still take a prohibitively long time to solve, reducing the usefulness
of solver-supported tools to end users.

The most popular approach to speeding up SMT solving has been
to embed new and more powerful strategies within solvers. These
have sometimes taken the form of new solvers like Boolector [19], or
of new algorithms in existing solvers. For example, Berzish et al. [4]
introduce new heuristics for string constraints involving regular
expressions while Bjørner et al. [6] improve Z3’s performance for
custom theories. Reynolds et al. develop many optimizing rewriting
rules [20] for the bitvector theory, which improves the performance
of counterexample-guided solving [21]. FastSMT [1] speeds up
solving by using machine learning to select solver heuristics.

We propose a new perspective on speeding up SMT solving:
instead of focusing on solver internals, we turn our attention to
constraints. Our key insight is that pre-processing constraints be-
fore passing them to a solver can simplify the constraints, reduce
the solver’s workload, and thereby speedup solving. Our strategy
has three conceptual advantages. First it allows solver users to ben-
efit from better performance without detailed knowledge of solver
internals. Second, since our approach pre-processes constraints, it
can be used with any solver(s). Third, it allows the introduction of
simplification strategies originating outside the SMT domain.
SMT-LLVM Optimizing Translation
In existing work [16], we instantiate the pre-processing approach
and show its usefulness by harnessing the power of compiler opti-
mization. Our insight is to repurpose existing compiler optimization
techniques to the SMT problem. In particular, we develop SMT-
LLVM Optimizing Translation (SLOT), which can directly optimize
input SMT-LIB formulas.

While most constraint optimization strategies have focused on
transforming SMT formulas themselves, SLOT bypasses the need
to implement simplifications within a solver by translating the
constraints into LLVM IR and then applying LLVM’s existing opti-
mization passes. While not all compiler optimizations are useful for
the SMT context, the combination of SLOT with existing solvers
creates a sieve: some constraints are caught quickly by existing
solver heuristics, while others are handled better by SLOT.

We have implemented SLOT for the SMT theories of bitvectors
and floating-point numbers. Constraints in these theories are the
most relevant to software engineering because they model ma-
chine arithmetic; for example, they are used in practical tools for
symbolic execution [8], translation validation [15], and program
synthesis [7]. In addition, we provide proof that the semantics of
these two theories can be exactly represented in LLVM IR. The
key challenge for SLOT is bridging the substantial semantic gap
between SMT constraints and LLVM IR. Translation is particularly
challenging because the languages, one declarative and the other
imperative, were designed for entirely different purposes.

As shown in Figure 1, SLOT consists of three components: a fron-
tend which converts SMT constraints to LLVM IR, the optimizer,
which optimizes IR code, and a backend, which translates IR func-
tions back into SMT constraints. While many SMT-LIB functions
have direct equivalents in LLVM (bitvector addition, or floating–
point division, for example), the semantics of the languages differ in
subtle ways. For instance, bitvector division in LLVM is undefined
for some inputs on which it is defined in SMT-LIB. SMT-LIB is
missing definitions of several critical LLVM bit operation intrinsics
such as counting set bits, while LLVM is missing some SMT-LIB op-
erations like bvsmod. We bridge the gap by developing a one-to-one
mapping between SMT-LIB function applications and sequences of
LLVM instructions.

We have evaluated our translation and optmization strategy
on more than 100,000 benchmarks from the SMT-LIB benchmark
set—those for bitvectors, floating-point numbers, and their combi-
nation [3]. SLOT is able to produce output constraints which are
equisatisfiable to the original for every benchmark which does not
time out, empirically validating our proofs of the correctness of
frontend and backend translation. Since the purpose of compiler op-
timizations is to simplify instructions, not constraint solving, SLOT
may produce more complex constraints on some inputs. However,
such cases are rare and their impact can be combatted by running
SLOT according to portfolio methodology [24].

Our empirical evaluation demonstrates that SLOT can substan-
tially speed up SMT solving, especially for complex constraints
which would otherwise take a long time to solve. Our approach
increases the number of solvable constraints at fixed timeouts by
up to 18% for bitvectors, 14% for floating-point numbers, and 80%
for mixed benchmarks. Moreover, SLOT can solve constraints for
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Figure 1: Overview of SLOT’s translation and optimization
process. The output constraint (SMT’) is satisfiable if and
only if the original constraint (SMT) is satisfiable.

which all tested solvers time out. We also observe mean speedups
above 2× for bitvector and floating–point constraints, and as high
as 3× for mixed constraints. By measuring which optimization
passes contribute to the speedup, we find that simple peephole
optimizations, reassociation, and global value numbering are the
most effective at speeding up solving. This result provides insight
into what optimizations are left on the table by existing solvers.

The practical results for translation and optimization with LLVM
also demonstrate something general about the pre-processing ap-
proach: performance gains increase with original solving time be-
cause for very small constraints, the overhead of pre-processing
may exceed the cost of simply running a solver. For example, one
benchmark using SLOT and Z3 is sped up from 0.06 seconds to 0.02
seconds, but SLOT takes 0.24 seconds to translate and optimize it,
a substantial proportional, if not absolute, slowdown. The perfor-
mance decrease for small and simple constraints is offset by large
performance gains for complex constraints.
Unbounded Theories
The pre-processing strategy, however, is not only limited to trans-
lation and optimization with LLVM; we also consider how to trans-
form constraints from unbounded theories into bounded ones. This
type of transformation is of interest because, although SMT solvers
handle unbounded values in the theories of integer and real arith-
metic, they are implemented in traditional programming languages,
where all datatypes are bounded. The gap between the require-
ments of the theory and the practical reality of implementation
makes solving unbounded constraints challenging and expensive.

Unlike the theories of bitvectors and floating-point numbers,
the search space for unbounded theories is infinite on its face. For
constraints on real numbers, satisfiability is at least decidable, but
no theoretical bounds exist [23]. For integer constraints, the picture
is no better. Linear integer constraints (without multiplication or
division of variables) are decidable and satisfying assignments of
variables for these constraints are bounded [18]. Unfortunately, the
bounds on solutions are exponential in the number of assertions
(inequalities), meaning that they become impractically large even
for relatively small numbers of assertions. Useful SMT problem
instances can run to thousands of inequalities. For nonlinear integer
arithmetic, not only are solutions unbounded, but the question of
satisfiability is undecidable [10]. Both the theoretical complexity of
the problem and the engineering issues faced by solver developers
make it difficult to improve performance for unbounded theories.

We propose a theory arbitrage to overcome the challenges of
solving constraints in unbounded theories. Our key insight is that
unbounded real numbers and integers each have a bounded coun-
terpart SMT theory: floating-point numbers and bitvectors. Our

strategy is to use constraints in the bounded theories to solve un-
bounded constraints. We begin with an original constraint 𝑆 in
an unbounded theory, and convert to constraint 𝑆 ′ with the same
semantics, but in a bounded theory. The benefit of our approach is
that it speeds up solving by taking advantage of solvers’ superior
performance on bounded theories. In our experiments for example,
we find that Z3 can take up to 5× longer to solve a nonlinear integer
constraint than a similar bitvector one.

The main challenge in effecting this transformation is to achieve
the translation without changing the semantics of the underlying
constraint. In particular, bounded SMT sorts inherently cannot
represent all values in an unbounded theory, either because they
are too large (integers and real numbers), or because they are too
precise (real numbers). We address this challenge by first analyzing
the problem to reason about which bounds are likely to be correct
and, second, introducing an underapproximation that guarantees
correctness in a subset of cases. These two fundamental steps give
rise to a framework for converting unbounded SMT constraints
into bounded ones, which is adaptable and efficient.

In our framework, we achieve the first step by introducing a
novel and general abstract interpretation strategy to infer bounds
on the original SMT problem, giving us the tools to convert 𝑆 into
𝑆 ′. This strategy is adaptable to the different notions of bounded-
ness in integer and real number problems. However, the theoretical
properties of the problem mean that the inferred bounds are not
always sufficient. Thus, in the second step, we introduce underap-
proximation. If the new constraint 𝑆 ′ is unsatisfiable, we revert to
the original constraint, providing no performance improvement
and guaranteeing the correct satisfiability result. If 𝑆 ′ is satisfiable,
we verify that its satisfying assignment also satisfies 𝑆 before return-
ing a result; in the typical case, this process is faster than directly
solving 𝑆 . In aggregate, this underapproximation strategy guar-
antees correctness while allowing users to benefit from increased
performance for many constraints.

Our preliminary experimental results for transformation from
unbounded theories to bounded ones are encouraging. For some
constraints the transformation achieves huge speedups, converting
constraints that take hundreds of seconds in unbounded form to a
new form which takes under one second to solve. However, other
constraints become harder for solvers to deal with. Our empirical
results suggest that the speedup is the greatest for nonlinear integer
constraints, with only very small changes for linear real constraints.
Conclusion
In summary, we have presented a general framework for speeding
up SMT solving: instead of improving solver internals, we aim
to transform and simplify constraints. We have instantiated this
strategy in two ways and find encouraging concrete results. Our
main contributions are the following:

• We propose a fresh perspective on speeding up SMT solving
by transforming constraints rather than adding to solvers.

• We develop a constraint translation strategy which uses
compiler optimizations to speed up SMT solving, achieving
substantial speedups in practice.

• We create an under-approximative transformation from
unbounded SMT theories to bounded ones, achieving large
speedups for nonlinear integer constraints.
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